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Abstract

In this study, a logisticregression model was fitted using a secondary daten
the Institute of Medical Research, Kuala Lumpur, N&ysia which contained 3.
observations and 3 variableFibrinogen (Xf), y-Globulins (X,) and Health Status)
Three logistic regression models were constructeanely: the null model (model wit
only the constant), model with the two predictormda model with the bes
predictor.Backward selection procedure was usedtins studyto select the be:
variable that contributes to the outcome of the #mocyte sedimentation rate (ESF
The logistic regression models were constructed tloe data with their correspondin
accuracy and precision at 95% confidence level.\éars tests wel carried out to
validate the models obtained.The result shows thatly Fibrinogen contributed
significantly to the outcome of the erythrocyte smentation rate (ESR) whiley-
Globulins do not really contributed. It is indeed possiblepoedict whether a patient i
healthy or not based on the values Fibrinogen (Xr) and y-Globulins (X,) of an
individual. Also t was discovered that trFibrinogen (Xy) is the best predictor to us
in predicting whether a patient is healthy or notb& best model was the model w
the two predictors with 87% accuracy.

Keywords: Logistic regression, erythrocytes sedimentation rate, fibrinogen-glgbulin ,health status,
maximum likelihood, prediction, akaike informatioriteria, deviance, modellil.

1.0 Introduction

Logistic regression model is a mathematical moldat tlescribe the relationship of several independaabless to a biny
(dichtomous) dependent variable.Logistic regressiodel was developed primarily by Cox in 1958 analk&r and Dunca
in 1967 [1-4].Logistic regression can be seen as a special obgeneralized linear modeind thus analogous linear
regression The model of logistic regression, however, isedasn quite different assumptions (about the m@hstiip
between dependent and independent variables) fiosetof linear regression |

In particular be key differences of these two models can be se#re following two features of logistic regressid-irst,

the conditional distributiod | L is 8ernoulli distribution rather than &aussian distributi¢, because the dependent
variable is binary. Second, the predicted valuesmpbabilities and are therefore rected to [0,1] through thilogistic
distribution functiorbecause logistic regression predictsprobability of particular outcomes [B:

Logistic regression is an alteative to Fisher's 1936 classification methlinear discriminant analys. If the assumptions of
linear discriminant analysis hold, applicationBayes' rule to reverse the conditioning resultshm logistic model, so
linear discriminant assumptions are true, logistigression assumptions must hold. The conversetigue, so the logisc
model has fewer assumptions than discriminant ais and makes no assumption on the distributiorhefindepender
variables [89]. All the analysis were carried out using StatedtPackage for Social Sciences-11].

1.1  TheErythrocytes Sedimentation Ratt

The erythrocyte sedimentation rdfeSR), aso called a sedimentation rate or Westergren iESRe rate at whicred blood
cellssediment in a period of one hour. It is a comrhematology test, and is a nepecific measure dnflammation.

The erythrocyte sedimentation rate (ESR) i rate at which red blood cells (erythrocytes) seitleof suspension in bloc
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plasma, when measured under standard conditiores EBR increases if the levels of certain protenthe blood plasma
rise, such as in rheumatic diseases, chronic infexand malignant diseases; this makes the detation of the ESR one of
the most commonly used screening tests performeshmples of blood. One aspect of a study carri¢dbpthe Institute of
Medical Research, Kuala Lumpur, Malaysia, was tangre the extent to which the ESR is related to ple@ma proteins,
fibrinogen andy-globulin, both measured in gm/l, for a sampletofty-two individuals. The ESR for a 'healthy' indiual
should be less than 20 mm/h and since the absedilie of the ESR is relatively unimportant, thepmsse variable used
here will denote whether or not this is the casaegponse of zero will signify a healthy individ &SR < 20) while a
response of unity will refer to an unhealthy indival (ESR>20) [12].

1.2 Problem Statement

There has been need for a statistically verifiabtedel that can adequately predict the Health statusdividual through
erythrocyte sedimentation rate .

1.3 Purpose of Study

The aim of this research work is to build a staidly verifiable model that can adequately préglihe health status of an
individuals .

2.0 Research Methodology

2.1 Hypotheses of the Research
Three hypotheses of the research are summarizZetiass:
(1) Ho: xf > x&s—p: The fitis adequate for the model.
Hy: x? < x4s-p : The fitis not adequate for the model.

(2) Hy: X2, > X2, : There is no difference between observed and moelicted values.
Hi: X2, < X2, : There is difference between observed and mpasalicted values.
(3) Hy: x£ > x&s—p : Null model is a better fit than fitted model.
Hy: x? < x %s-p : Model is a better fit than null model.

2.2 Significance of the Study

[ This research work is useful and significanttgerésents an example of the application of stesish medicine and
describes how logistic regression can be usedskgssing erythrocytes sedimentation rate.

ii This research work is reproducible, that is, rmdsources used in the work are available and sitdéesthereby
creating an enabling environment for further stadyesearch.

iii Medical practitioners could make use of thisearch to predict the health status of their patien

2.3 Logistics Regression Assumptions

[ The datay,, Y,, ..., Y,are independently distributed, i.e., cases arepiewident.

ii Distribution of Y; isBin(n;, m;), i.e., binary logistic regression model assume®omial distribution of the
response. The dependent variable does not need tormally distributed, but it typically assumeslistribution
from an exponential family (e.g. binomial, Poissonltinomial, normal,etc.)

iii It does not assume a linear relationship betwélee dependent variable and the independent Vesiaf.e.
multicollinearity), but it does assume linear relaship between the logit of the response and ttasatory
variables; logitf) = o + PBx-

iv Independent (explanatory) variables can evertheepower terms or some other nonlinear transfaomsitof the
original independent variables.

% The homogeneity of variance does not need toakisfied. In fact, it is not even possible in marases given the
model structure.

Vi Errors need to be independent but not norma#ributed.

Vi It uses maximum likelihood estimation (MLE) h&tr than ordinary least squares (OLS) to estintagparameters,
and thus relies on large-sample approximations.

viii Goodness-of-fit measures rely on sufficientdyge samples, where a heuristic rule is that mtenthan 20% of the

expected cells counts are less than 5.
2.4  Materials and Methods
The secondary data used in this study was obtdmoed the screening test perform on samples of blopdhe Institute of
Medical Research, Kuala Lumpur, Malaysia. It cansfs32 observations both the response variable twib categories and
two explanatory variables. The response variable tiva Erythrocytes Sedimentation Rate (ESR) classis 0 or 1, and the
explanatory variables were the amounts of fibrimogedy-globulin measured in gm/I [13].
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Table 2.1 The collected data for the analysis

SIN] x; [x, ]y,
1 | 252] 38 0
2 | 256 31] 0
3 [219] 33 0
4 [218] 31 0
5 [341] 37] 0
6 | 2.46] 36] O
7 [322] 38 0
8 |221] 37 0
9 [315[ 39 0
10 | 26 41] 0
11 [ 229] 36] O
12 [ 235 29 ©
13 [ 5.06] 37] 1
14 [ 334] 32[ 1
15 [ 238 37] 1
16 | 3.15] 36] 1
17 | 353] 46] 1
18 [ 268 34 0
19| 26 38 0
20 [ 2.23] 37] 0
21 | 2.88] 30 0
22 | 2.65| 46 0
23 | 2.09] 44] 1
24 | 2.28] 36 0
25 | 2.67] 39 0
26 | 2.29] 31 0
27 | 215 31] 0
28 | 254 28 0
29 [ 3.93] 32 1
30 | 3.34] 30 0
31 | 2.99] 36 0
32 [ 3.32] 35 0

2.4 Method of Data Analysis

Binary logistic regression estimates the probapilitat a characteristic is present (e.g. estimabdability of "success"”)
given the values of explanatory variables, in ttése a single categorical variable= Pr (Y = 1|X = x). Consider the
predictor variable X to be any of the risk factbatt might contribute to the disease. Probabilityswdécess will depend on
levels of the risk factor.

Variables:

i. Let Y be a binary response variable
v,=1 if the trait is present in the observation (person, unit, e.t.c.)
Y; = 0if the trait is NOT present in the observation.

ii. X = (X1, X, ...,%) be a set of explanatory variables which can Iserdte, continuous, or a combinationisxthe
observed value of the explanatory variables.

2.4.1 Logit Function

The logit function is a functiofi (t)of the form:

YA 2.1)

1+et
The logit function takes on only values betweemzard one.

2.4.2 Model Fit:

Overall goodness-of-fit statistics of the model; wi# consider:

1. Likelihood ratio test
2. Hosmer-Lemeshow test and statistic
3. Residual analysis: deviance
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2.5 Parameter Estimation

Since the logistic regression is a modified fornthed classical linear regression model, the logistgression model bears
some similarities with the classical linear regrassnodel. Given a dependent varialand a predictor varialie then we
have that:

Yi = BO + Ble' + L T PN (22)
Then
ELYNXi, Bor Bl = Bo A BiXie oo oo, (2.3)

WhereE[Y;\X;, Bo, B1] is the expected value of the dependent variable §ven value of the predictor variable.

Then the logistic regression model is given by
ePo+B1X;

n(x) = PT[Yi\Xi,ﬁg,ﬁl] = W ............................................................... (24)
or

PrYi\Xi.Bo.f1l \ _
log (m) = B0 B (2.5)

WhereY; is the outcome or dependent variable with twog@tes andX; is the independent variable.
The term

Pr[Yi\Xi,Bo,B1]
TPV K o ] (2.6)
is usually referred to as tloelds ratio.

while the term
log (EMMXPOPILY 2.7)

1-Pr[Y{\X;,Bo.P1l
is usually referred to as tiheg odds.
The logistic regression model given above, modethability that a dependent varialifetakes on a value for a given
independent variablg; using the logit function.
The general method of estimation that leads tdehst squares function under the linear regressiodel (when the error
terms are normally distributed) is called maximukelihood. This method provides the foundation fbe approach to
estimation with the logistic regression model. Igemeral sense, the method of maximum likelihoaddgi values for the
unknown parameters that maximize the probabilitploaining the observed set of data. In order fyafhis method one
must first construct a function, called the likeldd function. This function expresses the probgbdf the observed data as
a function of the unknown parameters. The maximikelihood estimators of the parameters are theegthat maximize
this function. Thus, the resulting estimators &iase that agree most closely with the observed Wé&tanow describe how to
find these values for the logistic regression model
If Yis coded as O or 1 then the expressionz{g) given in equation (2.4) provides (for an arbitragjue ofp = (B, 81, 52),
the vector of parameters) the conditional probgbihiatY is equal to 1 givem. This is denoted ag(x). It follows that the
quantity (1 —z(x)) gives the conditional probability thatis equal to zero giver, Pr(Y = 0K). Thus, for those pair;, Y; ),
whereY;= 1, the contribution to the likelihood function #$x;), and for those pairs whéfe 0, the contribution to the
likelihood function is 1 —x(x;), where the quantity(x;) denotes the value af(x) computed ak;. A convenient way to
express the contribution to the likelihood functfonthe pair(x;, Y;) is through the expression
T[(Xl')Yi[]. - T[(Xi)]l_Yi ........................................................................................ (28)
Fitting the logistic regression model, as the obsgons are assumed to be independent, the liladifienction is obtained as
the product of the terms given in equation (2.8fpdews:
L(B) = [Ty (X)) YL = TU(X) T T ettt (2.9)
The principle of maximum likelihood states that w&e as our estimate @fthe value that maximizes the expression in
equation (2.9). However, it is easiermathematically work with the log of equation (2.9). This exgs®mn, the
loglikelihood,is defined as
LB) =InL(B) =2 Yiln [m(x)] + (1 = Y)IN[1 = TE(X )] oooe e (2.10)
To find the value off that maximized.(B) we differentiateL(p) with respect t@, andf; and set the resulting expressions
equal to zero. These equations, known asikethood equations, are:
Z[Yl - T[(Xi)] L (211)
in[Yi - T[(Xi)] 0ttt e e e e e e (212)
In equations (2.11) and (2.12) it is understood tixa summation is ovewarying from 1 ton.
In linear regression, the likelihood equationsadt®d by differentiating the sum-of-squared desiadifunction with respect
to p are linear in the unknown parameters and thus asdyesolved. For logistic regression the exprassim equations
(2.11) and (3.12) are nonlinearfgandfB,, and thus require special methods for their sotutiTrhese methods are iterative
in nature and have been programmed into logisticession software such as SPSS used in this résear& [10].
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2.6 Evaluating Model Fit
Listed below are the measures used for evaluategdequacy and fitness of our model.
1. The Akaike Information Criteria (AIC) : The Akiake Information Criteria (AIC) is a measuof how good a

statistical model is for a given data set. AICplseprovide a means for model selection becauserferred model is
always the one with the minimum AIC value. Matheiggly, AIC is given by

ATC = 2K = 2IN(L) e eet et et e e e e e e e (2.13)

Where k is the number of parameters in the modellars the likelihood function for the estimated ded Generally, the
lower the AIC value of a model, the better the fit.

2. Deviance:The deviance is a measure of the lack of fit ofltigistic model to the dataset. It is analogousium of
squares in ordinary least squares. It is a qualftfit statistic for assessing fit of a model thgbuhypothesis testing.
Mathematically, Deviance of a given model is giymn

likelihoodofthefittedmodel
D=4m( : fthef ) ....................................................... (2.14)
likelihoodofthesaturatedmodel

Where the saturated model is a model with a thieatbt perfect fit.

The Deviance statistic is used in carrying out likelihood ratio test which is used in assessing tiontribution of a
predictor or set of predictors to the model.

2.7 Hypothesis Testing

In this project, Likelihood ratio test using dewviarto assess the model fit was used.

H,:The fit is adequate for the model

H,:The fit is not adequate for the model

Test statisticy? = Nulldeviance — residualdeviance

xt ~xi-,wheres — p is the difference in the number of parametersefriull model and the prediction model.
Decision rule:

Reject H, if xZ > x4, , otherwise do not reject.

2.8 Forecasting with Linear Logistic Regression

Logistic regression is used to predict a categbfigsually dichotomous) variable from a set ofdictor variables. logistic

regression is often chosen if the predictor vagaldre a mix of continuous and categorical varg@ahbled/or if they are not
nicely distributed (logistic regression makes nsuasptions about the distributions of the predictariables). Logistic

regression has been especially popular with medésalarch in which the dependent variable is wheatheot a patient has a
disease, of which in the case of this study, theeddent variable is whether or not a patient’sthesthtus is normal.

3.0 The Model Analysis
TMMMdefﬁ=%+&ﬁ+&@+&@+&m+m+mn ............................ (3.1)
Table 3.1: Number and percentage of healthy and unhealthy

OUTCOME FREQUENCY| PERCENTAGE
HEALTHY 25 78.1%
UNHEALTHY |7 21.9%
TOTAL 32 100.0%
Table 3.2 The initial model table
B S.E. Wald Df Sig. Exp(B)

Step 0 | Constant -1.273  0.428  8.862 1 0.003 0{280

Constant only model,
Only constant is in the model and our predictoesrant in the equation yet.
Table 3.3 Variables not in the equation 3.2

Score Df Sig.
Step 0 | Variables Xy 7.289 1 0.007
Xy 1.865 1 0.172
Overall Statistics 8.614 2 0.013
Table 3.4: Omnibus tests of model coefficients
Chi-square Df Sig.
Step 1 Step 8.621 2 0.013
Block 8.621 2 0.013
Model 8.621 2 0.013

The omnibus test of the model’s coefficient givehi-square of 8.621 on 2 degree of freedom withlpe of 0.013
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Table 3.5 Model summary

Step -2 Log likelihood Cox & Snell R square NagekeeR Square

1 25.000 0.236 0.363

Estimation terminated at iteration number 6 becgasameter estimates changed by less than .0@bkelihood statistic
is 25.000, this statistic measures how good theempitdicts the decision (the small the statistie, better the model). Cox
and Snell R square gives the proportion of thealdei in outcome of the patient's ESR by 23.6% aadd¥kerke R Square
by 36.3% which is also good for the model.

3.1 Hosmer and Lemeshow’s Goodness of Fit Test
Table 3.6 Contingency table for Hosmer and Lemeshow test
;=0 V=1 Total
Observed Expected Observed Expected
Step 1 1 3 2.918 0 0.082 3
2 3 2.892 0 0.108 3
3 3 2.809 0 0.191 3
4 2 2.771 1 0.229 3
5 3 2.707 0 0.293 3
6 2 2.576 1 0.424 3
7 3 2.377 0 0.623 3
8 1 2.214 2 0.786 3
9 3 1.874 0 1.126 3
10 2 1.864 3 3.136 5
Step 2 1 2 2.826 1 0.174 3
2 3 2.803 0 0.197 3
3 3 2.773 0 0.227 3
4 2 2.723 1 0.277 3
5 3 2.646 0 0.354 3
6 3 2.596 0 0.404 3
7 3 2.497 0 0.503 3
8 2 2.146 1 0.854 3
9 3 2.507 1 1.493 4
10 1 1.482 3 2.518 4
Table 3.7 Hosmer and Lemeshow test
Step | Chi-square Df Sig.
1 9.584 8 0.295
2 8.726 8 0.366
Table 3.8 Classification table
Observed Predicted
Y; Percentage Correc
0 1
Step 1 Y; 0 25 0 100.0
1 4 3 42.9
Overall Percentage 87.5
Step 2 Y; 0 25 0 100.0
1 5 2 28.6
Overall Percentage 84.4

H,: There is no difference between observed and moelicted values.
H,: There is difference between observed and modsligted values

XZo0s5 = 15.51

Critical region: X2, > X2,

Decision rulet, is not rejected

Decision:H, is not rejected since P-value is greater than 0.05

Conclusion: there is no significant difference betw observed and the model predicted values=8t05 level of
significance which implies that the model fits theta and can be used to predict the ESR statupatfent.

Moreover from Table 3.8, it shows that the modeldsurate enough to be used for prediction siniseoit 87.5% accuracy.
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Table 3.9 Variables in the equation 3.2

B S.E. Wald df Sig. Exp(B)
Step 1 Xy 2.036 0.981 4.308 L 0.038 7.662
Xy 0.145 0.115 1.589 L 0.207 1.156
Constant -12.506 5.648 4.903 1 0.027 0.000

Variables entered on step 1: Fibrinog&p)(@ndy-Globulins ).

Table 3.9 shows thg§ = —12.506,8, = 2.036,3, = 0.145

Thus the binary logistic regression model is:

log (ﬁ) = —12.506 + 2.036X; + 0.145Xy ...oerrrrrvvrrrnee (3.2)

Thus, this suggests that model selection proceafttteally select the variable that contributesh®dautcome of the ESR test
of a patient.

3.2  Model Selection

Since this is an exploratory analysis, where trayais begins with a full and saturated model, backl selection procedure
was used in this study to actually select the basable that contributes to the outcome of the ESR

3.2.1 Backward Stepwise (Likelihood Ratio)

Table 3.10 Omnibus tests of model coefficients

Chi-square Df Sig.
Step 1 Step 8.621 2 .013
Block 8.621 2 .013
Model 8.621 2 .013
Step 2 Step -1.750 1 .186
Block 6.871 1 .009
Model 6.871 1 .009

A negative Chi-squares value indicates that thesGbares value has decreased from the previous step
Table 3.11 Model summary

Step -2 Log likelihood Cox & Snell R Square NagekeeR Square

1 25.000 0.236 0.363

2 26.750 0.193 0.29y

At a step 1, -2log likelihood statistic is 25.0@0 step 2,-2loglikelihood statistic has increase#8.750. Cox & Snell R
square gives the proportion of variation in outcarhpatient's ESR as 23.6% and Nagelkerke R Sqoa6.3% at step 1.
For step 2, Cox & Snell R square gives 19.3% angearke R Square reduces to 29.7%.

Table 3.12 Variables in the equation 3.3

B S.E. Wald Df Sig. Exp(B)| 95% C.l.for EXP(B
Lower Upper
Step £ X¢ 2.036 .981 4.308 1 0.038 7.662 1.120 52.41b
Xy 0.145 115 1.589 1 0.207 1.156 0.923 1.444
Constant -12.506 5.648 4.908 1 0.027 0.000
Step 2 Xr 1.950 917 4.523 1 0.033 7.028 1.165 42.39D
Constant -6.964 2.777 6.288 1 0.012 0.001

Variable(S) entered on step 1: Fibrinog&p)(andy-Globulins ).

Variable entered on step 2: Fibrinogeéi)(

Thus the binary logistic regression equation ofrtteelel becomes:

log (ﬁ) = —6.964 + 1.950X; ...oorrerrrrrrrrreerneeessn e (3.3)

Constant = -6.964, this is the expected value @ldly odds of the outcome when all independenttites are held constant.
Table 3.13 Model if term odds ratio removed

Variable Model Log Likelihood Change in -2 Log Likeod | Df Sig. of the Change
Step 1 X¢ -15.896 6.793 1 0.009
X -13.375 1.750 1 0.186
Step 2 X¢ -16.810 6.871 1 0.009
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Table 3.14 Variables not in the equation 3.3

Score df Sig.
Step 2 Variables | X, 1.727 1 0.189
Overall Statistics 1.727 1 0.189

Variable(s) removed on step %;

3.3  The Akaike Information Criteria (AIC)

AIC = 2k — 2In(L)

The three formulated models, their summary and &kcalculated as follows:
Table 3.15Model developed using Fibrinogekis) as the only predictor

Model Summary

Step -2 Log likelihood Cox & Snell R Square NageleeR Square

1 26.750 .193 297

Table 3.16Model developed using-Globulins ;) as the only predictor

Model Summary

Step | -2 Log likelihood| Cox & Snell R Squarg NageleeR Square

1 31.798 .056 .085
Table 3.17Model developed using Fibrinogeki-) andy-Globulins ) as predictors
Step | -2 Log likelihood Cox & Snell R Square Nagekee R Square
1 25.000 0.236 0.363

Hence the best model created is when Fibrinogeh §ndy-Globulins ,) are used as predictors as shown in Table 3.17
since the model has the lowest -2loglikelihood gakiso its shows that the predictor that prediets is FibrinogenXy) as
also shown by the backward stepwise (likelihootyah Table 3:10.

3.4  Hypothesis Tested

Likelihood ratio test using deviance to accesstioeel fit.

H,:Null model is a better fit than fitted model

H,: Model is a better fit than null model

Test statistigg? = Nulldeviance — residualdeviance

Xt ~xi-pwheres — p is the difference in the number of parametersiefriull model and the prediction model, where ik n
model is the one with constant alone.

ata = 0.05

Decision rule:

Reject Hy if xf > x&s—p

Table 3.18 Model fitting information

Model -2 Log Likelihood| Chi-Square Df Sig.
Intercept Only 33.621
Final 25.000 8.621 2 .018

Table 3.19Goodness-of-fit values

Chi-Square Df Sig.

Pearson 28.339 20 .500

Deviance 25.00(¢ 29 .67]8

From Table 3.19, the deviance for the fitted masl@5.000 and from Table 3.18 ,the calculated dtistic are as follows :
Test statisticg? = 33.621 — 25.000 = 8.621

thab = Xg.os,z =5.99

Conlusion: we rejedt, since x2,, > x2,, , i.e. Model is a better fit than null model

4.0 Discussion of Results and Findings

A logistic regression model was fitted using a selzoy data set from the Institute of Medical ResleaKuala Lumpur,
Malaysia which contains 32 observations and 3 wé&s{Fibrinogen X;), y-Globulins ;) and the health status). Three
logistic regression models were constructed nantély:null model (model with only the constant), mbaith the two
predictors and model with the best predictor.

Omnibus test, Hosmer and Lemeshow’s test, AIC &rd.tkelihood ratio’s test were carried out to aseel and validated
the models.
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From the analysis carried out, it was observed thdy Fibrinogen contributed significantly to theaitoome of the
erythrocyte sedimentation rate (ESR) whil&lobulins do not really contribute to the modeheTbest model was the model
with the two predictors with 87.5% accuracy.

This study has shown that it is indeed possibleréalict whether a patient is healthy or not basethe values of Fibrinogen
(Xr) andy-Globulins ) of the individual. Also it was discovered thaethibrinogen X;) is the best predictor to use in
predicting whether a patient is healthy or not.
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